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History of Transformer

• Transformer is a type of deep neural network mainly based on the self-attention mechanism.

• Transformer is first widely applied to the field of natural language processing, and appears to

achieve competitive performance on computer vision tasks.

Han, Kai, et al. "A Survey on Vision Transformer." arXiv preprint arXiv:2012.12556 (2020).



Transformer: A High-level Look

• Transformer is used to process sequence data.

http://jalammar.github.io/illustrated-transformer/

http://jalammar.github.io/illustrated-transformer/


Transformer: Components

• Components of Transformer

 Multi-head self-attention

 Feed-forward network

 Layer normalization

 Shortcut connection

 Position encoding

• Advantages of Transformer

 Long-range relationships

 Parallelized computing

 Capacity for big data

 Less inductive bias

 etc

Vaswani, Ashish, et al. "Attention is all you need." arXiv preprint arXiv:1706.03762 (2017).



Multi-head self-attention

• Self-attention



Multi-head self-attention

• Multi-head Self-attention



FFN & LayerNorm & Shortcut

• A transformer block



Positional Encoding

• Representing The Order of The Sequence Using Positional Encoding



Decoder

• Decoder for generating sequence data.



Transformer in Vision



https://openai.com/blog/image-gpt/
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Backbone: iGPT (Self-supervised Learning) by OpenAI
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Backbone: iGPT (Self-supervised Learning) by OpenAI



Backbone: iGPT (Self-supervised Learning) by OpenAI



Backbone: ViT (Image Classification) by Google



• Comparable performance with the best CNN

Backbone: ViT (Image Classification) by Google



• Bigger data，better Transformer（without inductive bais）

Backbone: ViT (Image Classification) by Google



• Training tricks & knowledge distillation

Backbone: DeiT (Image Classification) by Facebook



PVT

Swin Transformer

TNT

Backbone: Other Variants of ViT



FLOPs对比

速度对比

Backbone: Comparison



DETR (Object Detection) by Facebook

H’ x W’ x 3

H x W x D HW x D

HW x D

HW x D

Magic Here!

N x D

N x D
Initially Random, Totally Learnt

(c, x, y, h, w)



• Bipartite Matching Loss

(Bird, x1, y1, h1, w1)

(Bird, x2, y2, h2, w2)

(Bird, x3, y3, h3, w3)

(None, x4, y4, h4, w4)

(None, x5, y5, h5, w5)

Prediction Ground Truth

(Bird, x1, y1, h1, w1)

(Bird, x2, y2, h2, w2)

(None, x3, y3, h3, w3)

(None, x4, y4, h4, w4)

(None, x5, y5, h5, w5)

P
re

d
ef

in
ed

 N
=

5

Step 1: Find optimal assignment 
Step 2: Compute total loss for training

http://www.vie.group/presentation

DETR (Object Detection) by Facebook



DETR (Object Detection) by Facebook



DETR (Object Detection) by Facebook



Deformable DETR (Object Detection) by SenseTime

• Deformable Self-Attention (10x faster)

• Multi-scale Feature



Deformable DETR (Object Detection) by SenseTime

For a query，sample K*M points



Deformable DETR (Object Detection) by SenseTime



Transformer for Detection: Comparison



SETR (Semantic Segmentation) by Fudan Univ.



SETR (Semantic Segmentation) by Fudan Univ.



CLIP (Connecting Text and Images) by OpenAI

https://openai.com/blog/clip/



CLIP (Connecting Text and Images) by OpenAI



DALL·E (Creating Images from Text) by OpenAI

https://openai.com/blog/dall-e/



DALL·E (Creating Images from Text) by OpenAI



Transformer in Vision



Transformer in Vision

MLP-Mixer (2021) : 
只需要MLP的神经网络

• Transformer统一CV/MLP？其他神经网络形态（MLP）异军突起？



Conclusion
• Paper:

• A survey on vision transformer (https://arxiv.org/abs/2012.12556 )

• Related papers:

• Transformer in Transformer. NeurIPS 2021.

• (https://arxiv.org/abs/2103.00112)

• Augmented Shortcuts for Vision Transformers . NeurIPS 2021.

• (https://arxiv.org/abs/2106.15941)

• Post-Training Quantization for Vision Transformer . NeurIPS 2021.

• (https://arxiv.org/abs/2106.14156)

• Code:

• https://github.com/huawei-noah/CV-Backbones

• 小广告

• 华为诺亚方舟实验室【校招、实习】

• 诚聘计算机视觉、模型压缩、AI系统开发相关

• 简历投递：kai.han@huawei.com

Code

https://arxiv.org/abs/2012.12556
https://arxiv.org/abs/2103.00112
https://arxiv.org/abs/2106.15941
https://arxiv.org/abs/2106.14156
https://github.com/huawei-noah/CV-Backbones
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